**1. Specific Aims**

In cancers, delays in diagnosis reduce chances of successful treatment by 60 percent [[[1]](#endnote-1)-[[2]](#endnote-2),[[3]](#endnote-3),[[4]](#endnote-4),[[5]](#endnote-5)], and increase cost of treatment by 7% to 18% [[[6]](#endnote-6),[[7]](#endnote-7)]. In breast, lung, cervical, colorectal, and prostate cancers, early detection saves lives and timely screening is important [[[8]](#endnote-8)]. The long-term goal of this project is to reduce delays in diagnosis of cancers through more effective risk-based screening.

Currently, patients are screened for cancer based on their age and gender, except for lung cancer which also relies on tobacco risk. [[9]](#endnote-9),[[10]](#endnote-10),[[11]](#endnote-11),Many have encouraged use of broader set of risk-factors in eligibility for screening [[[12]](#endnote-12)-[[13]](#endnote-13),[[14]](#endnote-14),[[15]](#endnote-15),[[16]](#endnote-16)], especially in lung [[[17]](#endnote-17),[[18]](#endnote-18)], breast [[[19]](#endnote-19),[[20]](#endnote-20)] cancers. One way to do so is through predictive models. These models include a variety of risk factors, such as: (1) lifestyle [[[21]](#endnote-21)], (2) precursor to cancer [[[22]](#endnote-22)], (3) social determinants of cancer [[[23]](#endnote-23)-[[24]](#endnote-24),[[25]](#endnote-25),[[26]](#endnote-26),[[27]](#endnote-27)], (4) chronic illnesses [[[28]](#endnote-28),[[29]](#endnote-29)], (5) viral illnesses [[[30]](#endnote-30)], and (6) other events [[[31]](#endnote-31)]. Some of these risk factors are causes of cancers; others are only statistically associated with cancers. Predictive models may rely on thousands of medical history variables, mixing causes with associated risk factors. The mix and number of risk factors included in the predictive models make this approach from current practice of narrowly defined eligibility requirements for screening.

The US Preventive Services Task Force (USPSTF) recommends the timing of cancer screening. Providers and insurance companies often adopt the recommendations, highlighting the importance of this organization in changing clinical practices [[[32]](#endnote-32)-,[[33]](#endnote-33),[[34]](#endnote-34)]. USPSTF recommends eligibility for cancer screening, primarily based on the inclusion/exclusion criteria of random clinical trials for screening interventions. In these trials, the inclusion criteria are narrowly defined to minimize the needed sample size. Not surprisingly, the related USPSTF recommendations are also narrowly defined. In contrast, predictive models are based on observational data from electronic health records (EHRs). These models are high-dimensional, pragmatic, encompass all races, and can rely on thousands of medical history variables. USPSTF has not included predictive models in any of its recommendations. The consequences of USPSTF ignoring this literature are not well understood, as there have been no comparisons of current USPSTF recommendations and predictive model screening. This study exposes how many lives are lost because of USPSTF line of reasoning. In particular:

1. **The first aim of this study is to develop and compare the accuracy of EHR-based predictive models for breast, lung, cervical, colorectal, and prostate cancers to USPSTF’s recommendations.** We plan to use EHR data from 519,000 participants in the NIH-funded “All of Us” project [[[35]](#endnote-35)]. We will report the cross-validated accuracy of these predictive models, and compare their accuracy to the USPSTF’s age-and-gender eligibility recommendations. We hypothesize that if screen eligibility requirements were based on predictive models, both missed cancers and false alarms will be reduced. We will test this hypothesis using area under the receiver operating characteristic curve.
2. **The second aim of this study is to measure extent of delay associated with the two approaches for setting eligibility for cancer screening.** To accomplish this, we trace the day of eligibility for both approaches and use right-censored survival analysis to report the extent of the delay. Predictive models may make patients eligible months before USPSTF does so.

**Impact:** This project is a demonstration of the potential of big data and predictive medicine to improve cancer screening [[[36]](#endnote-36)]. Predictive models, while accurate, are seldom used in clinical care [[[37]](#endnote-37)]. The use of a predictive model requires shifting from the current narrowly defined, causal, easily understood, USPSTF’s screening recommendations to complex, risk-based, comprehensive, not-necessarily causal, machine/EHR-dependent, predictive models. This is not an easy shift in clinical practices and is unlikely to occur without the study of the implications of the shift. By laying out the consequences of this shift in terms of lives saved, this study helps patients, clinicians, insurance companies, and of course USPSTF make a well-informed choice.

**Significance**

This proposal fulfills a vision for the future of healthcare, in which predictive medicine, and big data, are central to clinical practices. Many have anticipated these changes and called it inevitable [[[38]](#endnote-38)] but to date predictive medicine has not been put to use in cancer screening [[[39]](#endnote-39)]. This project delivers on promises of predictive medicine and introduces a new way for risk-based cancer screening.

This study is significant because it quantifies the extent of diagnostic delay in the current cancer screening programs, heavily influenced by USPSTF’s recommendations [[[40]](#endnote-40)-,[[41]](#endnote-41),[[42]](#endnote-42)]. Diagnostic delays have devastating consequences [[[43]](#endnote-43)]. Delays in diagnosis of cancer reduce chances of successful treatment by 60 percent [[[44]](#endnote-44)-[[45]](#endnote-45),[[46]](#endnote-46),[[47]](#endnote-47),[[48]](#endnote-48)], and increase cost of treatment by 7% to 18% [[[49]](#endnote-49),[[50]](#endnote-50)]. Once the impact of diagnostic delay is better understood, USPSTF may modify its procedures and rely more on predictive models. The significance of this project does not entirely depend on USPSTF’s adoption of these methods. Once the alternative method of establishing eligibility is freely available on the web, then patients and clinicians can start using it through EHRs or through online calculators. This project is significant because it provides EHR vendors, clinicians, and patients with a convenient, comprehensive, non-invasive, universal, and free method for assessing eligibility for cancer screening.

For years, providers have called for more risk-based screening [[[51]](#endnote-51)]. Current approaches to risk have been limited and selective. This project expands what is considered a legitimate cancer risk factor. This project includes any aspect of the patient’s medical history as a risk factor (see the Innovation Section for a literature review). This project is significant because for the first time, it expands the list of risk factors for cancer, with no consideration that these factors must cause cancer; mere statistical association is sufficient to elevate risk. Of course, modification of non-causal risk factors does not reduce risk of cancer but these modifications are not the goal of our planned risk models.

This study is also significant because it shows how social determinants of cancers can increase timely screening and reduce diagnostic delays. Many argue that eligibility for screening should be based on social determinants [[[52]](#endnote-52)] because the burden of diagnostic delays falls disproportionately on communities of color and underserved populations [[[53]](#endnote-53),[[54]](#endnote-54)]. EHR-based predictive models use race, ethnicity, and social factors (Z-codes) within electronic health records to construct more accurate risk factors for cancer. USPSTF’s recommendations do not take into account these factors. This study is significant because it makes screening recommendations that improve health equity.

**Strategy**

**Innovation**

We are responding to the request for proposals: Secondary Analysis and Integration of Existing Data to Elucidate Cancer Risk and Related Outcomes. This study leverages and performs innovative analyses of existing data. We propose high-dimensional predictive models for determining eligibility for (1) breast, (2) lung, (3) cervical, (4) colorectal, and (5) prostate cancer screens. USPSTF reviews indicate that only in these cancers early detection can lead to more effective treatment [[[55]](#endnote-55)]. There is also good reason to expect that our proposed EHR-based high-dimensional predictive models for cancers can be more accurate than USPSTF’s recommendations for the same cancers. The USPSTF recommendations are primarily focused on age and gender and ignore a variety of known risk factors (see **Table 1**).

**Table 1: Recommendations of USPSTF & Missed Risk Factors**

|  |
| --- |
| **Cervical Cancer:** For Pap smear, women aged 21 to 65 years; for CHP testing women 30 to 65 years. **Missed Known Risk Factors:** (a) sexually transmitted diseases, (b) diseases and medications indicating weakened immune system, (c) exposure to smoking or smoking, (d) use of oral contraceptives, (e) multiple child births, and (f) obesity [[[56]](#endnote-56),[[57]](#endnote-57)]. |
| **Breast Cancer:** Biennial mammography screens for women aged 50 to 74 years. Additional screening for women aged 40-49 years based on clinical evaluation of risks. **Missed Known Risk Factors:** For women age 50 to 74, (a) obesity, (b) oral contraceptives use, (c) early menarche, (d) late menopause, (e) late age at first pregnancy, (f) low pregnancy parity, (g) hormone replacement therapy, (h) smoking or exposure to smoking, (i) alcoholism, and (j) certain lifestyle diseases [[[58]](#endnote-58),[[59]](#endnote-59)]. |
| **Lung Cancer:** Adults aged 50 to 80 years who have a 20 pack-year smoking history and currently smoke or have quit within the past 15 years. **Missed Known Risk Factors:** (a) exposure to radon, (b) exposure to environmental pollution, (c) certain occupational exposures, (d) gender, (e) race, and (f) a variety of pre-existing lung diseases [[[60]](#endnote-60),[[61]](#endnote-61)].  |
| **Colorectal Cancer:** Adults aged 45 to 75 years. **Missed Known Risk Factors:** (a) obesity, (b) low physical activity, (c) smoking, (d) high salt diet, and (e) red meat consumption [[[62]](#endnote-62)]. |
| **Prostate Cancer:** Clinicians should evaluate the need for PSA tests. **Missed Risk Factors**: Depends on clinicians. |

In cancer management, one form of predictive models, often referred to as web calculators, is in use [[[63]](#endnote-63)-[[64]](#endnote-64)[[65]](#endnote-65)[[66]](#endnote-66)[[67]](#endnote-67)] and no longer innovative. In recent years, with widespread availability of EHRs, investigators have proposed models that predict risk of lung [[[68]](#endnote-68)-,[[69]](#endnote-69),[[70]](#endnote-70)], breast [[[71]](#endnote-71)-,[[72]](#endnote-72),[[73]](#endnote-73)], cervical [[[74]](#endnote-74)], and colorectal [[[75]](#endnote-75)-,[[76]](#endnote-76),[[77]](#endnote-77)] cancer. A recent review shows that these predictive models use a limited number of variables, less than 100 variables [[[78]](#endnote-78),[[79]](#endnote-79)] and can be called selective predictive models. In contrast, we propose predictive models that include thousands of comorbidities, procedures, and medications, such as:

1. *Obvious Predictors*. Since cancers can metastasize to other organs, incorporating a history of previous cancer is an obvious predictor. None of the existing selective predictive models do so.
2. *Rare Diseases*. We include rare diseases as risk factors for cancers. For example, Li-Fraumeni syndrome increases risk of cancer by 50 folds [[[80]](#endnote-80)]. Rare diseases are not part of the selective models, even though a quarter of all diseases are rare. “Although rare diseases are individually rare by definition, collectively they are common” [[[81]](#endnote-81)]. The cumulative effect could be large [[[82]](#endnote-82)].
3. *Precursors to Cancers*. Contrary to selective models, we include cancer precursors, e.g., COPD for lung cancer [[[83]](#endnote-83)], in our models.
4. *Viruses.* A variety of viruses (e.g., Epstein-Barr, Hepatitis B, Hepatitis C, HIV) can cause cancers [[[84]](#endnote-84),[[85]](#endnote-85)]. Selective models do not take into account risks caused by viruses. We do.
5. *Chronic Diseases*. We use chronic diseases (e.g., cardiovascular disease, diabetes, chronic kidney disease, COPD) to predict cancer risks, but selective approaches do not. Chronic diseases are more important markers for cancers than smoking, diet, alcohol and obesity combined [[[86]](#endnote-86)].
6. *Other Diseases*. We include other predictors of cancers (e.g., vitamin k-deficiency [[[87]](#endnote-87)] and tuberculosis [[[88]](#endnote-88)] for predicting lung cancer), even though the link is not causal or well understood.

**Approach**

**Preliminary Analyses**

We examined if lung cancer can be predicted from patient’s medical history within EHRs. For this analysis, we used data available to us through the Veterans Affairs Informatics and Computing Infrastructure. Nearly complete longitudinal medical records were available for 8.7 million veterans. The dependent variable was a diagnosis of lung and bronchus cancer, as identified using the Agency for Healthcare Research and Quality (AHRQ)'s Clinical Classification System. The independent variables were thousands of diagnostic codes. To avoid modeling noise, data were divided randomly into a training dataset (90% of the cases) and a validation dataset (10% of the cases). Composite variables were constructed using the likelihood ratio associated with each diagnosis, $LR\_{Dx}$:

$$LR\_{Dx}=\frac{p\left(Cancer 6 months after date of diagnosis\right)}{p\left(No cancer 6 months after date of diagnosis\right)}$$

Certain diagnoses, such as "Deficiency of vitamin K," "Lack of housing," "Sialadenitis," "Infection of tracheostomy," and "BMI 60.0-69.9," were associated with increased likelihood of lung cancer.

Certain diagnoses, such as "Deficiency of vitamin K," "Lack of housing," "Sialadenitis," "Infection of tracheostomy," and "BMI 60.0-69.9," were associated with increased likelihood of lung cancer. We grouped the diagnoses into 11 body systems and 1 system for social determinants of illness. In each system, we use the worst diagnosis The systems we examined were: (1) allergies, (2) autoimmune disorders, (3) cardiac conditions, (4) dermatologic issues, (5) endocrine disorders, (6) gastrointestinal

|  |
| --- |
| **Table 2: Examples of Body System Predictors** |
| **Likelihood Ratio** | **Infectious & Parasitic Diseases Body System** |
| **1 to 1.99** | Salmonella infection, unspecified |
| **2 to 2.99** | Chronic Infection of amputation stump |
| **3 to 3.99** | Infection resistant to penicillin |
| **4 to 4.99** | Hemophilus influenzae H. infection |
| **5 to 5.99** | Infection of gastrostomy |
| **6 to 6.99** | Intestinal infection due to clostridium difficile |
| **7 to 7.99** | Infection resistant to cephalosporins |
| **8 to 8.99** | Friedländer's bacillus infection |
| **9 to 9.99** | Infection of tracheostomy |
| **10+** | Viral hepatitis C without hepatic coma |

problems, (7) hematologic disorders, (8) immunodeficiency, (9) infections, (10) neurologic conditions, (11) social determinants of illness, and (12) other oncological diseases besides lung cancer. **Table 2** shows selected disease markers for 1 out of the 12 systems. For example, “Salmonella” was a relatively benign disease within infectious diseases, it did not increase the odds of lung cancer by much. In contrast, “Viral hepatitis C” increased the odds of a later lung cancer by more than 10 folds. In the “Infection and Parasitic Diseases” body system, the worst disease was used to predict risk of cancer and all other diseases were ignored.

**Figure 2** shows the results. In cross-validation, the model had an AROC of 0.87. This pilot confirms that the method of constructing composite risk factors is reasonable and predictive of lung cancer risks. Others have also constructed similar models [[[89]](#endnote-89)]. The final method we are planning to use is a Probability Network model, only a portion of this network is modeled in this preliminary study. This pilot models the main model, which links the risk factors to lung cancer. The network also includes other models used to predict missing values for risk factors of lung cancer.

|  |
| --- |
| **Figure 2: Predicting Lung Cancer** A picture containing text, screenshot, line, plot  Description automatically generated |

**Study Design:** This is a retrospective, observational, case-control study, where cases are patients with cancer (identified through SNOMED codes) and controls are non-cancer patients. Separate models are built for each cancer: (1) breast, (2) lung, (3) cervical, (4) colorectal, and (5) prostate cancers

**Study Population and Sample Size**: We will rely on data available through All of Us Research Hub, coordinated by the National Institute of Health [[[90]](#endnote-90)]. As of January 2024, the demographic breakdown of participants was: 64.3% female, 18.7% African American, 21.1% other races, and 60.1% White. 16.9% were Hispanic. Participants’ age ranged from 18 to 100 years. As of January 2024, using only the EHR data, there were 50,720 (out of 519,000 unique participants) who had cancer [[[91]](#endnote-91),[[92]](#endnote-92)]. All participants are included in the analysis independent of their health, as long as they have at least 1 year of history. Those with less than 1 year of history will be analyzed in the second year of this study.

**Methods of Analysis of Aim 1:** For Aim 1, the primary outcome of interest is the presence/absence of the cancers. The independent variables (risk factors) are diseases in the medical history of the patients. These diseases are identified using 25,000 SNOMED codes. The study will also analyze social determinants of cancer, measured also through SNOMED codes, stemming from Z-codes [[[93]](#endnote-93),[[94]](#endnote-94)]. According to published data, these codes are available between 2% to 12% of cases [[[95]](#endnote-95),[[96]](#endnote-96),[[97]](#endnote-97)]. SNOMED codes are used to construct the worst disease in the body system. As the preliminary study has demonstrated, these constructed composite features are highly predictive of cancer. We plan to use Probability Networks, also later used in Causal Networks [[[98]](#endnote-98),[[99]](#endnote-99)] to model the data. We are not making any causal claims. We prefer this modeling approach because:

1. *Transparent Model.* In contrast to deep learning and Neural Networks, Probability Networks do not rely on a black box of interactions among the variables [[[100]](#endnote-100)].
2. *Temporal Constraints*. Probability Networks are constrained by the temporal order of predictors of cancer. This information is widely available in EHRs (as every event is timestamped) and can increase accuracy [[[101]](#endnote-101)]. None of the existing data mining techniques use the timing of variables.
3. *Redundancy*. Probability Network models are more robust because they include both direct and indirect predictors of cancers, predictors that are intercorrelated.
4. *Removal of Confounding*. Network models remove confounding in the data through inverse propensity weights [[[102]](#endnote-102)] and stratification [[[103]](#endnote-103),[[104]](#endnote-104)], procedures not easily available in other methods.
5. *Missing Values*. Networks are a collection of statistical models. The main model relates predictors, or risk factors, to cancer. Networks also include auxiliary models that impute missing risk factors in the main model. In this sense, network models easily adjust to incomplete medical records.
6. *Interactions*. Like other data mining techniques, network models allow interactions among the variables and can produce complex but accurate models [[[105]](#endnote-105),[[106]](#endnote-106),[[107]](#endnote-107)].

We plan to construct Networks through repeated, temporally-constrained, chains of Least Absolute Shrinkage and Selection Operator (LASSO) regressions. Alemi, the PI in this project, has also shown how chain of LASSO regressions can identify both the structure and the parameters of the Network [[[108]](#endnote-108)]. It is called a “chained regression” because the statistically significant variables in one regression serve as response variables for the next set of regressions. First, the cancer is LASSO regressed on temporally constrained independent variables, identifying direct predictors of the cancer. Next, direct predictors are regressed on independent variables that occur prior to it, thereby identifying indirect predictors of the cancer. As the chain of regressions continues, the response variable occurs earlier in time, and the risk factors that precede it become fewer. The chain stops when no risk factors remain.

To reduce the possibility of modeling noise, LASSO regressions will be based on 10-fold cross- validation [[[109]](#endnote-109)]. To ensure that findings are robust, the data will be sampled 40 times and variables that show in 90% of LASSO regressions will be used as risk factors [[[110]](#endnote-110)]. Once a parsimonious set of risk factors is identified, these variables are entered into a parametric logistic regression to get the final estimates of the coefficients [[[111]](#endnote-111)].

Separate models are built for each of the five cancers. Multiple test adjustments will be applied. Model parameters are derived from the training data set and cross-validated on a test set. The 10-fold cross-validated accuracy of predictions will be tested using Area under the Receiver Operating Characteristic curves (as also done in our preliminary study). In addition, we will also look at calibration using Brier scores [[[112]](#endnote-112)], reclassification tables [[[113]](#endnote-113)], and net reclassification improvement [[[114]](#endnote-114)].

In addition to individual models for each cancer, the following procedures will be used to predict all 5 cancers within the same model. If $y\_{ijt}$ indicates the presence of cancer for participant i at time t clustered in cancer type j, then risk factors for the cancers will be examined using the following model:

$$logit(y\_{ijt})=β\_{0}+\sum\_{r}^{}β\_{r}x\_{jtr}+\sum\_{r}^{}φ\_{t}x\_{jtr}+ν\_{0ij}+ε\_{ijt},$$

Where $β\_{0}$ is the intercept, $β\_{r}$ is the risk factor effect, $x\_{jtr}$ is the indicator for whether or not cancer type $j$ is affected by the risk factor $r$, $φ\_{t}$ is the estimate of the additional effect of the cancer diagnosis at time $t$. This model accounts for both a step change in risk of cancer and a change in the risk over calendar time, which is specified by including the $φ\_{t}x\_{jtr}$ interaction between the calendar time and risk factor in the model. $ν\_{0ij}$ is a random effect term, which can be expressed as $ν\_{0j}+h\_{0i}$, where $ν\_{0j}$ is a cluster specific random intercept and $h\_{0i}$ is a random term for the $i$th patient. Finally, $ε\_{ijt}$ is the random error term.

The project has access to sufficient data to develop the proposed models. Assuming a medium effect size of 0.25 and a significance level of 0.05, a simulation-based power analysis was performed in RStudio, and a power of 80% or more was estimated for varying levels of correlation among observations over time (low to medium). Using the approaches of Muller and Glueck [[[115]](#endnote-115),[[116]](#endnote-116)], a covariance matrix was added to account for repeated measures within the final model. The available data of 519,000 cases provide sufficient power of at least 0.80 for detecting the five cancer diagnoses. LASSO models will be well-powered, given that LASSO is known to reduce dimensionality and requires a smaller sample compared to linear models [[[117]](#endnote-117)].

Sufficient data are also available to examine models within racial and gender subgroups. Separate models will be developed for women, African Americans and Hispanics. The majority (78%) of participants in All of Us project have traditionally been under-represented in NIH funded studies, 49% are not White; and compared to national rates, African Americans are over-sampled [[[118]](#endnote-118)].

**Methods of Analysis of Aim 2:** For Aim 2, the primary outcome of interest is days of delay in eligibility for cancer screening, measured as: $T=min⁡(C,D)-min⁡(P,D)$, where C is the day patient is eligible for screening based on USPSTF recommendations and P is the day of eligibility based on risk-based predictive models, and D is the day data are censored because of death or end of the follow-up period. The delay in eligibility is not the same as a delay in screening, which depends on a variety of factors such as screening technology, raised awareness of cancer symptoms, patient characteristics, provider practice patterns, insurance and cost. In this proposal, we focus on delay in eligibility, assuming that other factors have an impact on actual screening but that such an effect will be the same if eligibility is set by predictive models versus USPSTF’s recommendations. In Aim 2, the delay in eligibility is recognized as the contrast of interest. The way we define this contrast is similar to how others have done so for comparing two screening tests [[[119]](#endnote-119)-,[[120]](#endnote-120),[[121]](#endnote-121),[[122]](#endnote-122)]. The reliance on eligibility contrast is attractive because it isolates the impact of USPSTF’s recommendations separate from other contributors to delay, it is easy to obtain, and it provides a lead time bias that can also affect actual screening times.

We plan to use the Kaplan–Meier estimator, to estimate the days of diagnostic delay (as a survival function) from the data [[[123]](#endnote-123)]. The Kaplan–Meier estimator is a valuable tool for estimating the duration of delay [[[124]](#endnote-124)]. This is particularly relevant, where the delay can be observed through an overlap in the Kaplan–Meier curves for the two groups [[[125]](#endnote-125)]. Test statistics have been proposed for comparing Kaplan–Meier curves to delayed effects [[[126]](#endnote-126)]. This method of examining delays is practical because it highlights the adverse effects of delays on tumor control [[[127]](#endnote-127)]. The estimator of the survival function, $\hat{S}\left(t\right)$, i.e., the probability that delay is longer than t, is given by:

$$\hat{S}\left(t\right)=\prod\_{i:t\_{i}\leq t}^{}\left(1-\frac{d\_{i}}{n\_{i}}\right)$$

�Where $t\_{i}$ is the �^(�)=∏�: ��≤�(1−����),time when at least one person has a delay of more than t days, di is the number of individuals in whom the delay was longer than t days��, and $n\_{i}$�� is the number of individuals who have not yet had a delay of t days.

��The Kaplan–Meier curve can take into account right censored data [[[128]](#endnote-128)], which occurs if a patient dies, or is alive without either C or P occurring before last entry into the EHR.

Most USPSTF’s recommendations are based on age and gender, which are readily available in EHRs , and therefore, it is relatively easy to establish the day the patient was eligible for screening. Some USPSTF recommendations use constructs that are not coded within EHRs. For example, USPSTF recommendations for lung cancer screening requires “20 pack-year smoking history” [[[129]](#endnote-129)]. This information is not available in EHR codes [[[130]](#endnote-130)] and must be imputed from available data. A number of investigators have shown this could be done from notes [[[131]](#endnote-131)] or from structured EHR data [[[132]](#endnote-132)]. In All of Us data, 398,200 participants have completed a lifestyle survey that includes detailed nicotine intake data. These data will be used to impute missing nicotine exposure in the EHR data.

In addition, some USPSTF eligibility recommendations rely on the clinician’s independent risk assessment. For example, eligibility for mammograms at ages 35-49 relies on the providers assessment of the risk of breast cancer. USPSTF recommends the assessment but does not specify how it should be done. In age groups where USPSTF recommends clinical assessment, we plan to rely on the date of screening interventions to set an earlier eligibility date.

Predictive models produce a continuous scale. To understand at what risk the patient should be screened for cancer one has to have a cutoff value, above which patients are considered to be at elevated risk. Two approaches have been reported in the literature: (1) patients whose risk exceeds the prevalence in the dataset may be classified as high-risk, (2) patients whose risk exceeds the optimal cut point, established through finding a threshold that minimizes the sum of the number of false positive and false negative cancers [[[133]](#endnote-133)]. We prefer the latter but will conduct sensitivity analysis to see if study findings depend on the optimal cutoff point.

For power estimation of Aim 2, a range of hazard ratios have been considered using different cancer screening studies. In general, small, medium, and large hazard ratios would be approximately 1.3, 1.9, and 2.8, respectively. In varying types of cancer, screening studies report ratios between 0.7 and 1.6 [[[134]](#endnote-134)-[[135]](#endnote-135),[[136]](#endnote-136)]. Using this hazard ratio, a sample size of 1,500 will give us at least 80% power. Considering the most conservative scenario with a 1.1 hazard ratio (which is a lot more conservative than any reported hazard ratios in the cancer screening studies), with a sample size between 8,600 and 11,400, we will be powered at 0.8 and 0.9, respectively. Considering that our sample size is higher than this (in January 2024, it was 50,720), we will be powered at over 90% to complete Aim 2 of this study.

**Team’s Roles & Expertise.** Farrokh Alemi, Ph.D. will serve as the Principal Investigator, responsible for all aspects of the project. He is an experienced data scientist, working with massive data. He is also a leading expert in the construction of Probability Networks. Kyung Lee, Ph.D. will serve as a data scientist (Co-I). Dr. Lee will primarily be involved in developing predictive models using Network-based mediation analysis. Niloofar Ramezani Ph.D., a statistician (Co-I), will compare the performance of predictive models to the recommendations of USPSTF. Hoda Bidkhori, Ph.D., will also serve as a data scientist (Co-I) and focus on alternatives to Probability Network models. Mark Schwartz, MD, is an experienced primary care physician and researcher (Co-I). He will help interpret findings and their suitability for use in primary care practices. Xie Wang, MD, PhD, is an experienced cancer researcher focused on cancer screening. She will provide insights into cancer screening process. Dr. Alemi has 7 publications with Dr. Schwartz, 3 publications with Dr. Lee, and 1 conference paper with Dr. Ramezani. Dr. Bidkhori and Dr. Wang are new to the team. Most members of the team have successful history of working together.

**Risks, Limitations, and Mitigation.** This study assumes that individuals will be screened on the day they become eligible through predictive modeling. Of course, such an assumption is false as individuals may not follow through and get screened. Some patients may self-screen earlier; others may delay screening. Provider practice patterns may also affect screening days. Medicare’s or insurance companies’ reimbursement for screening may also affect the actual day of screening. We acknowledge that a myriad of patient, provider, or organizational factors affect screening. We assume that these factors will continue to affect screening independent of how eligibility was established. The goal of this project is to highlight how the recommendations themselves affect eligibility for screening and not how other factors lead to delay in screening, once one is eligible. Of course, a delay in eligibility is not the same as a delay in cancer diagnosis. At the same time, data show that eligibility recommendations affect the actual detection of cancers [[[137]](#endnote-137)-[[138]](#endnote-138),[[139]](#endnote-139),[[140]](#endnote-140),[[141]](#endnote-141)]. The focus on eligibility has the advantage of highlighting the direct role of USPSTF in the detection of cancers, separate from patient, provider, and organizational causes of delay in screening.

The study plans to use Probability Networks for modeling purposes. If this method of analysis is not accurate enough, we will adjust our plans, and examine Deep Learning (Neural Networks) or Support Vector Machines to improve the accuracy of our modeling efforts.
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