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Question 1


The regression equation was calculated with Excel using the Analysis Toolpak. Based on the simple regression output shown in Table 1 the estimated ordinary least squares (OLS) simple regression line is : 
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Table 1





The predicted values of Y, residuals, and squared residuals are reported in Table 2. The sum of squared residuals is 4.80. Original data and simple regression line are shown in Figure 1.
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Figure 1

Based on a ±20% change in the intercept of the original regression line, the recalculated predicted values of Y, residuals, and squared residuals are reported in Table 3 (Note: The plotted data points represent original X and Y values). The sum of squared residuals is also reported in the table for each change in the intercept. Regression lines with change in intercept are shown in blue in Figure 2.
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Figure 2













Based on a ±20% change in the slope of the original regression line, the recalculated predicted values of Y, residuals, and squared residuals are reported in Table 4 (Note: The plotted data points represent original X and Y values). The sum of squared residuals is also reported in the table for each change in the slope. Regression lines with change in slope are shown in red in Figure 3.
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Figure 3


The simple regression line drawn with ordinary least squares (OLS) parameters minimizes the sum of squares. The change in sum of squares of residuals between the OLS simple regression line and lines drawn with modified intercept and slope is summarized in Table 5. This summary suggests that sum of squares of residuals is minimized only by using the OLS intercept and slope estimates.
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Original data (intercept = 9.2, slope =0.8)

Y X [predictedv]  Residual | squared residuals
10 1 10.00 0.00 0.00
12 2 10.80 120 144
10 3 11.60 160 256
12 4 12.40 -0.40 016
14 B 13.20 0.80 064
sum 4.80
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Data with change .36, slope =0.8)
v X ‘Squared residuals
10 1 3.39
12 2 924
10 3 0.06
12 4 207
1 B 697

sum 2173

Data with change in intercept: +20% (intercept =11.04, slope =0.8)
v X T Residual _| squared residuals
10 1 184 3.39
12 2 064 041
10 3 344 1183
12 4 22 5.02
1 B 104 108

sum 2173
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OLsSimple regression Line of Y on X
with Additional Lines Showing the Effect of Change in the Intercept (£20%)
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Data with change in slope: -20% (intercept

.2, slope =0.64)

v X |predictedv]  Residual | squared residuals|
10 1 984 016 0.03
12 2 1048 152 231
10 3 1112 112 125
12 4 1176 02 0.06
1 B 12.40 160 256
sum 621
Data with change in slope: +20% (intercept =9.2, slope =0.96)
v X |predictedv]  Residual | squared residuals|
10 1 12.00 -2.00 4.00
12 2 1296 0.9 092
10 3 1352 292 1537
12 4 14.88 288 829
1 B 1584 184 3.39
sum 3197
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OLs Simple regression Line of Y on X
with Additional Lines Showing the Effect of Change in the Slope (£20%)
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‘Sum of squared residuals

Parameters of the regression li Original Recalculated Increase % Increase.

Original data (intercept =9.2, slope = 0.8) 4.80 480 0.00 0.00

Data with change in intercept: -20% (intercept =7.36, slope 480 2073 1693 35267
Data with change in intercept: +20% (intercept = 11.04, slope 480 2073 1693 35267
Data with change in slope: -20% (intercept =9.2, slope =0.64) 480 621 141 29.33
Data with change in slope: +20% (intercept =9.2, slope =0.96) 480 3197 2717 566.00
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'SUMMARY OUTPUT

Regression Statistics

Multiple R 0.756
Rsquare 0571
Adjusted R Square 0429
Standard Error 1.265
Observations s
ANOVA
df S5 Ms___F__significanceF
Regression 1 64 64 4 0139
Residual 3 48 16
Total a 1.2

Coefficients _Standard Error_t Stat_P-value _Lower35% _Upper 95%

Intercept 9.200 1327 6935 0.006 4578 13.422
X 0.800 0.400 2000 0139 0473 2073





