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**Procedures for Temporal Analysis in Network Construction.** Network based mediation requires knowledge of the temporal order of independent variables. In EHR data, it is relatively easy to establish the temporal order for a pair of variables, as the entrees in EHR are timestamped. The difficulty arises as there is a great deal of variability among individuals. For some one variable occurs before another and for others the reverse happens. A procedure is needed that can address this variability. If is the number of times that variable j occurs after variable i, and *Wi* is the number of times it occurs later than all other variables, then starting from an arbitrary vector **p**, the algorithm iteratively performs the update for all variables so that:

the estimates are normalized so that This procedure is based on a well-known technique in psychology for inferring the value of an option from comparisons of pairs of alternatives. It has also been successfully used to rank sport teams, even if some pairs of teams have not played each other. The procedure is widely available, including in an R package [[[1]](#endnote-1)].

The problem with paired comparisons is that these statistics can be contradictory. For some individuals, the variable “i” occurs before, and for other individuals, it occurs after variable “j”. To be consistent, one could think of the age at which a variable occurs as normally distributed and rely on the expected values of the variables to order them. On average, diagnoses and related treatments tend to occur at certain ages. For example, dementia and Alzheimer’s tend to occur later in life [[[2]](#endnote-2)]. Cardiovascular illnesses tend to have their onset when individuals are in their sixties and seventies [[[3]](#endnote-3)]. Substance abuse tends to start when individuals are 20 years old [[[4]](#endnote-4)]. While there are some tendencies for diagnosis to occur at certain ages, there is also a great deal of individual variability. Some individuals never have the illness; some have an early onset of late-life disease. While drug abuse tends to occur in young people, it also occurs to people at end of their lives [[[5]](#endnote-5)]. These variations in occurrences of variables create intransitive circular triads. A circular triad may produce a temporal order where k occurs before j, which occurs before i, which illogically also occurs before k.
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| **Figure 5: Variables Occurring in Reverse Temporal Order of Expected Values** |

Obviously, time cannot be circular. A theory is needed for why these circular temporal orders occur and how should they be resolved. One way to explain away the concern with circular triads is as the consequence of random variation. These random variations could be the result of independent, unobserved causes that may, for example, cause diabetes among patients who are not obese. Assume that every variable occurs at an expected time, plus or minus a random element. Imagine two variables whose time of occurrence have overlapping normal distributions (see **Figure 5** for variables *U* in blue and *V* in red). For some individuals, the two variables may occur in reverse order of their expected values. In **Figure 5**, for individual 2, *V2* occurs after *U2*, in contradiction to the order of expected values of ***U*** and *V*. These contradictions are more likely to occur if the two variables occur close in time (leading to smaller differences in their expected values), or if one of the variables occurs at wide range of ages (leading to larger standard deviation for at least one of the distributions). A method is needed to decide when two variables have a sufficient number of circular triads to make distinguishing their time of occurrence unreliable. The Coefficient of Internal Reliability, is a statistic that can help investigators make these decisions [[[6]](#endnote-6)]. It is calculated from the frequency of circular triads as:

Where C is the count of circular triads in the matrix of binary temporal comparison of pairs of variables and r is the number of variables.

Circular triads can be reduced by re-defining variables so that they are, on average, several months apart. A technique called “double sorted” matrix can identify the pair of variables that are most responsible for circular triads [[[7]](#endnote-7)]. Once the pair of variables responsible for most circular triads has been identified, then one can revise the definition of one of the two variables. If variables *V* (in red) and *U* (in blue) are responsible for significant circular triads, then variable *V* is split into two variables and variable *U* is used as an anchor to do so. The two new variables will be “*V* prior to *U*”, and “*V* after *U*.” For example, if obesity and diabetes are responsible for significant circular triads, then obesity is defined as two variables: “obesity prior to diabetes” and “obesity post diabetes.” The circular variables are redefined in this fashion until the overall Coefficient of Internal Reliability, is no longer statistically significant and the order of mediators can be established reliably.
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